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Guaranteed globally optimal continuous
reinforcement learning

Hildo Bijl

Abstract—Self-learning and adaptable autopilots have the po-
tential to prevent aircraft crashes. However, before they will be
applied, there must be guarantees that the resulting controllers
satisfy certain performance requirements, and these guarantees
have – at least for continuous reinforcement learning (RL) con-
trollers – not been provided. In fact, guaranteeing convergence
of continuous reinforcement learning (RL) algorithms has long
been an open problem. It has been accomplished for a few
special (often linear) cases. Also convergence proofs to locally
optimal policies have been established. But attempts to design an
algorithm with proven convergence to the globally optimal policy
for a general RL problem have been met with little success.

This article examines the issues behind guaranteeing con-
vergence of an RL algorithm to the optimal policy. It then
continues by presenting Interval Q-learning: a novel continuous
RL algorithm with guaranteed convergence to the optimal policy
for deterministic model-free RL problems with continuous value
functions. Next to a convergence proof, also bounds on the speed
at which this algorithm converges are given.

This algorithm is then applied to a practical application. This
experiment first of all shows that, for RL problems with a
large number of state/action parameters, large amounts of run-
time and memory space are required. However, the experiment
also shows that the algorithm indeed works as the theory
predicts, thus confirming that convergence to the optimal policy
is guaranteed. Finally, a look is given to how the algorithm can
be used to improve aircraft safety.

Index Terms—Reinforcement Learning, Interval Analysis, Self-
learning controllers, Proven convergence, Interval Q-learning

I. INTRODUCTION

A. Motivation

IN AVIATION it regularly occurs that an airplane encoun-
ters some unexpected phenomenon. For example, an engine

may fall off as occurred during the Bijlmer crash (El Al Flight
1862) in October 1992, see [1], the aircraft might fly too
slowly as was the case for the Buffalo crash (Colgan Air Flight
3407) in February 2009, see [2], or something as simple as a
pitot tube icing may occur, as happened with Air France Flight
447, see [3]. If something like this happens, the autopilot
realizes it has not been designed for the current situation and
gives the majority of the control of the aircraft back to the
pilots. However, often the pilots have an insufficient situational
awareness, and without the aid of the autopilot this regularly
results in a crash.

It is likely that an autopilot which can adapt to unexpected
events would have been able to prevent at least some of these
crashes. However, when using such an adaptive autopilot, it
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is important to be sure that the autopilot will not make things
worse. Providing such performance guarantees has been the
subject of a lot of research, but this research has so far been
met with little success.

This is especially so in the field of the (self-learning)
Reinforcement Learning (RL) controllers, as explained in
[4] or [5]. In RL applications, an agent interacts with its
environment. At every time iteration, the agent has a state
and chooses an action. The environment subsequently puts
the agent in a new state and gives it a reward. The agent
then adjusts its behavior (its policy), with as ultimate goal to
maximize the (weighted) sum of all future rewards. It does
this by keeping track of a value function which estimates the
expected sum of all future rewards.

When the states and actions are discrete – that is, there
is a finite number of possible states and actions – then a
variety of RL algorithms can be applied. In model-based RL,
in which a model of the environment is known, value iteration
and policy iteration are popular methods. In model-free RL,
in which no model of the environment is available, commonly
used methods include Q-learning and SARSA. As long as all
possible state-action combinations are continually visited, all
these methods can be proven to converge to the optimal policy.
(See, for example, [4].)

However, for airplanes the states and actions are often
continuous. Expanding the above mentioned algorithms to the
continuous realm is not straightforward. Some kind of func-
tion approximation needs to be implemented. Very different
attempts at doing so have been made in [6]–[11]. Sometimes
these attempts have resulted in controllers with satisfactory
performance. However, in none of these cases has convergence
to the optimal policy been proven.

B. Issues in reinforcement learning

The issues in continuous RL have been investigated in [12]–
[14]. The main problem is that in continuous RL there are
infinitely many possible different states. To properly apply
any kind of RL algorithm, the value function thus needs
to be approximated by some kind of function approximator.
Furthermore, when updating the value function for a certain
state s, also the values of nearby states s′ need to be updated.
This is the cause of various problems.

First of all, divergence of the value function may occur.
When the value of nearby states s′ is not properly updated,
then the error in the value function may increase over time.
Secondly, in some learning algorithms, no convergence may
occur. In this case, the value function continues to vary over
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time. Finally, wrong convergence may take place: while the
value function has converged, the resulting policy is not opti-
mal. This can have several causes. The function approximator
of the value function may have gotten stuck in a local optimum
instead of a global optimum. Or alternatively, it may have
converged to the global optimum, but through its design and
constraints the function approximator was simply incapable of
sufficiently approximating the value function.

Literature has also shown many examples of continuous
RL controllers with convergence proofs. In [15] a continuous
RL controller has been applied to linear systems. For this
specific case, convergence has been proven. [16] describes
an algorithm whose parameters converge to a region, but not
necessarily to a fixed point. (And in fact, examples have been
shown in which the controller parameters do not converge,
but continue to vary within this region.) The articles [17]–
[20] focus on linear function approximators. For these function
approximators, several convergence proofs are derived. How-
ever, linear function approximators are evidently not capable
of accurately approximating any function. There are therefore
no guarantees that an accurate approximation of any value
function is found, nor can it be certain that the optimal policy
is derived.

The only article which the author managed to find which
had a convergence proof of a continuous RL algorithm with
nonlinear function approximators was [21]. This article has
shown for the first time that a version of policy iteration with
arbitrary differentiable function approximation is convergent
to a locally optimal policy. Though this is a powerful result,
there are two strong downsides. First of all, the algorithm is not
practically applicable. This is because the algorithm consists
of two loops and the inner loop (the policy evaluation) requires
an infinite amount of iterations before the outer loop (the
policy improvement) can even do a single iteration. Secondly,
the function approximators (through their gradient descent
methods) may have proven convergence to a local optimum,
but they do not have proven convergence to a global optimum.
Hence, it is still not certain whether the value function is
approximated with sufficient accuracy to obtain the optimal
policy.

Concluding, so far no continuous RL algorithm has been
devised with proven convergence to the globally optimal
policy. This article will explain why this has not been achieved
so far. It will continue by introducing the Interval Q-learning
algorithm – a novel continuous RL algorithm with guaranteed
convergence to the globally optimal policy. It then presents a
practically feasible adaptation of this algorithm.

C. Article overview

This article is set up as follows. Section II discusses
why previous attempts in reinforcement learning to prove
convergence to the (globally) optimal policy have met with
little success, and what would be required to prove such
convergence. Section III introduces the theoretical frame-
work of the Interval Q-learning algorithm and proves that
it converges to the optimal policy. It then also expands the
algorithm into a practically feasible version. In Section IV,

this algorithm is then applied to various practical problems,
giving an impression of its performance. Section V discusses
how Interval Q-learning can be used to improve aircraft safety.
Finally, section VI closes off with conclusions and a discussion
of the algorithm.

II. REQUIREMENTS ON A CONTINUOUS RL ALGORITHM

Consider any continuous RL problem. To solve it, an
accurate prediction of the value function for every state s
needs to be obtained. The problem here is that there is an
uncountable amount of different states and actions. In the
case that no information whatsoever can be derived on an
unvisited state s or an untried action a, it is not possible for
any algorithm to have guaranteed convergence to the optimal
value function.

To solve this, it is common to use a function approxima-
tor which aims to approximate the optimal value function.
Whenever a state s is adjusted, this approximation is updated
not only for the state s itself, but also for nearby states s′.
Literature has shown that this often results in a satisfactory
performance. But the main question here is: can convergence
to the optimal value function actually be assured?

As was mentioned in the introduction, many RL algorithms
from literature do not have guaranteed convergence. Given the
data from this paragraph, the reason now seems obvious. If it
is not possible (upon visiting state s and trying action a) to
derive data for nearby states s′ and/or nearby actions a′, then
convergence to the (globally) optimal value function cannot
be guaranteed whatsoever. The flip side of this argument is
that, should convergence to the optimal value function be
guaranteed, it needs to be possible in some way to derive
data about an unvisited state s′.

The way in which that is done in this article is through
the RL value slope assumption. This assumption states that
‘All derivatives (slopes) of the optimal value function Q∗

have known bounds.’ That is, for every state parameter si
and action parameter ai, the absolute values of the derivatives
∂Q∗/∂si and ∂Q∗/∂aj have known bounds bsi and baj ,
respectively. (Note that, if a value function V is used that
only depends on the state, then of course only derivatives
with respect to the state are used. However, this article focuses
on an adaptation of the Q-learning algorithm and hence uses
Q for the value function.) It is through this assumption that
guaranteed convergence to the optimal value function can be
obtained.

How exactly the above bounds bsi and baj
are established

is a very problem-specific question. It is therefore not further
discussed here. Instead, it is simply assumed that such bounds
are known. However, as will be mentioned in section VI, the
Interval Q-learning algorithm will be able to detect when the
assumed bounds are incorrect.

III. THE INTERVAL Q-LEARNING ALGORITHM

A. The discrete Interval Q-learning algorithm

In this section a new algorithm called the Interval Q-learning
algorithm is presented. It is a combination of the Q-learning
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algorithm, as presented in [4], with Interval Analysis (IA),
described in [22].

The main idea is that for every state s and action a,
the optimal value Q∗ is not approximated by a number Q
anymore. Instead, it is enclosed by an interval Q. This interval
is initialized and updated such that the actual optimal value
Q∗ always falls within this interval. The lower bound of this
interval Q is denoted by Q while the upper bound is written
as Q.

To see how this algorithm works, first the discrete case is
examined. Suppose that, for every state s and action a, bounds
Q(s, a) and Q(s, a) are known. Now the RL agent is put into
a certain state sk from which it chooses an action ak. The
environment subsequently gives it a reward rk+1 and puts it
in the state sk+1. The bounds on the value function are then
updated through

Q(sk, ak)← Q(sk, ak) +

α
(
rk+1 + γmax

a
Q(sk+1, a)−Q(sk, ak)

)
, (1)

Q(sk, ak)← Q(sk, ak) +

α
(
rk+1 + γmax

a
Q(sk+1, a)−Q(sk, ak)

)
. (2)

Here, γ is the RL discount rate, defined in the RL problem,
and α ∈ (0, 1] is the learning rate. In Interval Q-learning, as
applied in this article, α is set to 1.

If the interval Q(s, a) contains the optimal value Q∗(s, a)
for all (s, a) prior to the update, then the above update laws
guarantee that the same will hold after the update. Further-
more, if the width of an interval is defined as w(Q) = Q−Q,
then it follows that

w(Q(sk, ak)) ≤ γmax
a

w(Q(sk+1, a)). (3)

Hence, if sk and ak are chosen such that Q(sk, ak) is
maximized, then the width of the interval during an update
is guaranteed to decrease by at least a factor γ.

This strategy of selecting the state and the action with
maximum interval width (i.e. maximum uncertainty) is called
the Max-width exploration strategy. It ensures that the widths
of all intervals converge to zero and hence that the value
function bounds converge to the optimal value function. Also,
through relation (3), bounds can be derived on how fast this
algorithm converges. Because of its usefulness, it is assumed
in the remainder of this article that the Max-width exploration
strategy is applied to select trial states and actions.

B. The continuous Interval Q-learning algorithm

The discrete Interval Q-learning can be extended to the
continuous domain by using the RL value slope assumption.
Again suppose that an agent in state sk chooses an action ak.
For brevity of notation, merge the vectors s and a into one
vector x. Through relations (1) and (2) the interval Q(sk, ak)
(or Q(xk)) can be updated. At the same time, thanks to the RL

value slope assumption, intervals for nearby states and action
x′ can be updated through

Q(x′) = Q(xk)−
D∑
i=1

bi |x′i − (xk)i| , (4)

Q(x′) = Q(xk) +

D∑
i=1

bi |x′i − (xk)i| , (5)

where D is the dimension of x. That is, it is the number of
state and action parameters together. D is also known as the
dimension of the problem. (Also note that the bound vector b
is the concatenation of the bound vectors bs and ba.)

Applying relation (4) results in adding (for one-dimensional
problems) a triangle or (for multi-dimensional problems) a
pyramid to the landscape of Q. Similarly, relation (5) adds an
inverted pyramid to Q. This idea can be seen in Figure 1. The
pyramids which are added with every update are called update
pyramids.

x

Q

)kx(Q

)kx(Q

)x(Q

)x(Q
kx

ibslope

Fig. 1. Visualization of a single one-dimensional update pyramid resulting
from an experiment at state/action combination xk . Update pyramids always
have the slope bi. Multiple updates will result in a ‘landscape’ of such
pyramids. Multi-dimensional problems of course also have multi-dimensional
pyramids.

C. Guaranteed convergence of the algorithm

To prove convergence of the continuous Interval Q-learning
algorithm, the volume between the lower and the upper bound
should be considered. This volume can be found through

V =

∫
X

w(Q(x)) dx, (6)

where the integration is performed over all possible values of
x. (Note that, though the states and actions are continuous,
it is assumed that every parameter xi takes its values from a
finite range Ri.)

Related to the volume is the average width of the Q-function

wav =
V

A
=

∫
X
w(Q(x)) dx∏D
i=1 w(Ri)

. (7)

Here, A is the (D-dimensional) area spanned by all ranges Ri.
Now consider an update. At every update, an additional

update pyramid causes the volume (and equivalently the av-
erage width) to decrease. Through applying relation (3), this
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reduction in average width can be bounded. In fact, it always
holds that

∆wav ≤ −
2

D + 1

(
1− γ

2

)D+1
wD+1

max∏D
i=1 biw(Ri)

. (8)

where wmax is the maximum width of the Q-function. (A
derivation of this bound can be found in [23].)

Through the above bound, also a bound can be given on
how fast wav decreases over time. First define the reference
width as

wr = D

√√√√D + 1

2

(
2

1− γ

)D+1 D∏
i=1

biw(Ri). (9)

This reference width is a problem-specific constant. The
average width after k iterations is now bounded by

(wav)k ≤
2wr

D

√
Dk +

(
2wr

w0

)D , (10)

where w0 is the initial (average) width of the value function
bounds. (Again, for a proof, see [23].) As k →∞, this relation
proves not only that wav goes to zero, but it also gives a bound
on how fast it does that. This bound proves to be very useful
when applying the algorithm to practical applications.

D. Making the algorithm practically feasible

Currently, the Interval Q-learning algorithm suffers from a
significant problem. At every iteration, when using relations
(1) and (2), the lower and the upper bounds of the interval
need to be maximized. How this is done depends on the data
structure used to store these bounds.

One option would be to store all update pyramids that
have been generated in the past. If n denotes the number
of iterations, then maximizing the lower bound can be done
in order O(n) time, which is usually practically feasible.
Maximizing the upper bound is a far more difficult problem
though, and is done in O(nD) time. This run-time order
means that the algorithm is certainly not practically applicable
whenever D > 2. (Possibly a more efficient algorithm for
maximizing the upper bound can be set up, but it is not
expected that this will solve the problem.)

Hence a different data structure needs to be used. The
approach that was chosen in this article leads to the varying-
block Interval Q-learning algorithm. The idea is to split up
the state/action space into blocks. For every parameter xi, the
range Ri is split up into nb sub-intervals. (Often nb = 3 is
used.) This means that the entire state/action space is split up
into nDb blocks. Every block then keeps track of linear bounds
of the optimal value function.

Now consider the process of updating these value function
bounds. During every iteration, an update pyramid is gener-
ated, according to relations (4) and (5). The bounds of every
block are then narrowed as much as possible towards this
update pyramid. (Narrowing here means adjusting the linear
bounds such that the volume between the bounds decreases
as much as possible.) The exact process of narrowing for a
one-dimensional problem is shown in Figure 2.

Having a fixed number of blocks will not allow the algo-
rithm to converge to the optimal value function though. In
fact, after some time there will be an update which does not
allow any of the blocks to narrow their bounds. In this case,
the block in which this update occurred needs to be split up
into another nDb sub-blocks. In this way, a tree structure of
blocks is created.

It must be noted that, in this new varying-block algorithm,
update pyramids aren’t always fully used. (This can also be
seen in Figure 2.) This means that the bound (10) doesn’t
necessarily hold anymore. However, through the block split-
ting strategy, it can be shown that always at least a fixed part of
the update pyramid is used. Hence, if the right side of relation
(8) is multiplied by an appropriate constant, then it still holds.
Subsequently, convergence to the optimal value function is
still guaranteed for the varying-block algorithm. In fact, when
there is a sufficient amount of sub-blocks, then the bounds
can approximate any function that satisfies the RL value slope
assumption.

Next to this, the resulting tree structure of blocks also
provides various other benefits. If the data structure is set up
well, the algorithm is able to maximize the upper and lower
bounds in a very efficient way. This maximization algorithm
runs in the worst case in order O(n) time, but in practice it
often runs with a run-time of order O(log(n)).

Blocks

The upper bound after an update

Blocks

The initial upper bound

Point whose

interval widens

Unupdated

block

Update
pyramid

Not the entire

update pyramid is used

)x(Q

)x(Q

)kx(Q

)kx(Q

Fig. 2. Visualization of how to narrow blocks towards an update pyramid.
This is always done so as to maximize the reduction of the volume between
the bounds. This may sometimes have interesting side-effects.

IV. EXPERIMENT RESULTS

The varying-block Interval Q-learning algorithm has been
implemented and run on the problem of controlling a simple
cart. The goal of the controller is to keep the cart position z
near zero. The reward function is therefore rk = −|zk|. The
input is the force F applied to the cart. The equation of motion
is

d2z

dt2
= F. (11)

This problem has two state parameters (z and dz/dt) and
one input (action) parameter F . It is thus a three-dimensional
problem.

The varying-block continuous Interval Q-learning algorithm
has been run for 104 iterations. On a normal home-computer,
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Value function bound width vs. iteration number
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Fig. 3. Widths of the value function bounds during training of the simple
cart problem. The bounded average width is calculated through relation (10).

Value function bounds after 104 test cases
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Fig. 4. Plot of the value function bounds for the simple cart problem after
104 iterations. Q is plotted versus z and dz/dt with F = 0. The lower
surface indicates Q whereas the upper surface indicates Q.

this took several minutes. (The Java programming language
has been used.) Throughout these iterations, the average width
of the value function bounds has decreased. This can be seen
in Figure 3. This figure shows the way in which the average
width decreased. It also shows that the average width was
indeed well below its bound.

The value function bounds resulting from all 104 iterations
are shown in Figure 4. Though there was still some distance
between the lower and the upper bound, it is quite easy to
visualize what the actual optimal value function would have
looked like.

Since a decent value function had been established, it can
be expected that the resulting controller also had a reasonable
performance. And this indeed turned out to be the case. From
every initial state, the RL controller was able to bring the cart
near the zero position and keep it close to it. The controller
wasn’t able to bring the cart exactly on the zero position, but
further training would enable it do so as well.

Concluding, this experiment supports the theory and shows
that the algorithm indeed works.

V. APPLICATION TO AIRCRAFT

The question remains how the algorithm can be applied to
improve aircraft safety. It must be noted that this algorithm
cannot be applied to immediately derive a controller for any

unexpected event. The algorithm would be too slow for that.
And in addition, the algorithm also requires the ability to
experiment with all possible actions. In case of an emergency,
experimenting with all possible actions is simply not possible.

Instead, the strength of the Interval Q-learning algorithm lies
in its ability to derive an optimal policy by itself. Currently,
designing an autopilot includes the manual tuning of various
parameters. It requires time and effort from a human control
engineer. With the Interval Q-learning algorithm, that will no
longer be necessary. And this is the fact that enables the
construction of an adaptable controller.

The first step in the design of an adaptable controller is to
define dozens (if not more) of possible failure scenarios. For
each of these failure scenarios, an appropriate aircraft model
is made. Given the fact that defining a failure scenario is often
a matter of adjusting aircraft parameters, this shouldn’t be an
unmanageable amount of work. The second step is then to
let the Interval Q-learning algorithm come up with a suitable
controller for each of these failure scenarios. This will take
lots of computations, but through parallel processing this can
be done within a few months – a lot less time than the
average development time of an aircraft. All controllers are
subsequently stored in a big onboard database.

The actual operation of the autopilot is now displayed in
figure 5. During a flight, the autopilot continuously identifies
the aircraft model. (Several model identification schemes for
this are already available in the literature.) At every point in
time, the autopilot then compares this aircraft model with all
the models it has stored in its database and chooses the one
that’s closest. Subsequently, it uses the autopilot corresponding
to that model. For most situations, this will mean that the
nominal controller will be used. But when some kind of
failure occurs, the autopilot will automatically switch to the
corresponding controller, enabling the pilots to continue to
optimally control the aircraft.

An actual implementation of this control scheme has not
been made. Its effectiveness has therefore not been proven.
Testing the set-up of figure 5, including its effectiveness
against failure scenarios that have not been appropriately

Aircraft

System

Identi cation

Nominal

Engine
failure

Stuck
rudder

Wing
damage

Nominal

Engine
failure

Stuck
rudder

Wing
damage

Aircraft
models

Aircraft
autopilots

Model
selection

Adaptable autopilot

Fig. 5. Overview of the autopilot during its operation. The autopilot
continuously identifies the aircraft model and compares it with models from
its database. It selects the closest model and applies the autopilot created for
that model.
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modelled, is hence left as a suggestion for future research.

VI. CONCLUSIONS AND DISCUSSION

This article has presented a novel continuous reinforcement
learning algorithm with guaranteed convergence to the op-
timal policy for deterministic model-free RL problems with
continuous value functions. Next to this, bounds are also
available on how quickly the algorithm converges. These
bounds have been established by applying the RL value slope
assumption. Application of the algorithm to actual experiments
has shown that these bounds hold and that the algorithm works
as predicted by the theory.

Now one may ask: what would happen if the RL value slope
assumption does not hold? That is, if for some state/action
combination x, the bound ∂Q∗/∂xi ≤ bi is violated? Or what
if the initial interval Q does not contain the optimal value
Q∗ for some point x? In this case, it can be shown that, at
some point during the algorithm execution, the upper bound
Q will drop below the lower bound Q. It’s easy to implement
a check for this in the algorithm. Hence, the algorithm can
detect whether the assumptions hold, and if they do not, a
warning is given. This warning adds to the integrity of the
algorithm.

Though the algorithm as presented in this article is working
well, there are still various ways in which it can be improved.
First of all, the bounds bi can be looked at more closely. It
follows from relation (10) that a big value of bi slows down
the algorithm. The algorithm can be expanded such that bi
is allowed to vary per region in the state/action space. This
would speed up algorithm convergence. Secondly, different
data structures to keep track of the value function bounds
Q can be examined. It is expected that there may be data
structures which make more efficient use of both run-time
and memory space. Especially for problems with a high
dimension D, this will be beneficial. Thirdly, the strategy
of when and how to split up blocks can be improved. By
doing this in a smart and efficient way, again the necessary
run-time and memory can be reduced. And fourthly, different
exploration strategies can be investigated. Though the max-
width exploration strategy is very effective, it does involve
maximizing w(Q) which is computationally intensive. Perhaps
an additional improvement can be made here as well.

It must also be noted that this algorithm only works for
deterministic systems. Whether it can be expanded for stochas-
tic systems as well would be a very interesting yet also very
challenging subject, which is left as a suggestion for a follow-
up project. And finally, another suggestion for a follow-up
project is to apply the Interval Q-learning algorithm to actual
airplane models and their potential failure scenarios (according
to figure 5) to see how well Interval Q-learning is suitable to
increase aircraft safety.
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